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Contingency Analysis   

!   Study the impact of individual component 
failures on the overall system based on 
power system state estimation 

!   “N-1” Contingency Analysis 
!   Impact from single failures  

!   “N-x” Contingency Analysis 
!   Different combinations of “x” concurrent 

failures 

!   Why N-x?  
!   Regulatory restrictions 
!   Balancing Authorities 

!   Example: 35 BAs in west 
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“N-x” Contingency Analysis: The Challenge 

Western Power Grid:  ~20,000 components 
!   “N-1”   C1

20000   ~ 104 

!   “N-2”   C2
20000   ~ 108 

!   “N-3”   C3
20000   ~ 1012 

“N-‐x”	   CxN-‐b	  	  

	  non-‐cri5cal	  elements:	  ignore	  

CxN	  

A	  poten5al	  solu5on:	  
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Graph Centrality: Betweenness 

!   Betweenness: captures influence of a node on connectivity in a graph 
!   Consider paths between all pairs of nodes 
!   Edge betweenness identifies heavily traversed edges in a graph 

High	  betweenness	  Low	  betweenness	  
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Graph-based Approach: Issues and Challenges 

!   Graphs are powerful, but simplistic 
!   Power grid is a continuous/dynamic system, but graphs are discrete 
!   Heterogeneity of entities, electrical properties are hard to model 

!   Centrality is an abstract concept from sociology  
!   Emulating the behavior of electrons is not easy 

!   “N-x” analysis is a group-based problem 
!   Combinatorial explosion of possibilities 
!   Temporal aspect: fast computations are needed 

!   Validation of results is difficult  
!   Lack of readily available large-scale datasets 
!   Computational infeasibility of known methods (ground truth ) 
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A Framework for “N-x” Contingency Selection  

!   Search Restrictions 
!   All-pairs; Source-to-All; 

Source-to-Sink 
!   Graph Type 

!   Directed; Undirected 
!   Metric 

!   Edge betweenness 
!   Group betweenness 

centrality 
!   Edge weights 

!   1/P; Pmax/P; (Pmax/P)^2 
!   Algorithms 

!   Exact; Approximate 

(N	  –	  x)	  	  

Directed	  
Graph	  

Undirected	  
Graph	  

Source	  to	  All	  
nodes	  

Source	  to	  
Sinks	   All	  pairs	  

Exact	  
Solu5on	  

Approx	  
Solu5on	  
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N–x Contingency Selection 

!   Goal: Identify groups of x edges that have maximal 
influence on the connectivity in a graph 

!   Importance of a group depends on:  
1.  The weight of an edge, 
2.  The relationship of the individual edges with other 

edges in the graph, and 
3.  The mutual relationship of edges within a group 

!   How can we identify all these factors? 
!  Technical Approach: Group betweenness centrality 
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N–x Contingency Selection: Group betweenness 

!  Goal: Identify important groups of x edges whose 
failure would cause the most severe problems to 
the power grid: 
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Computing Group Betweenness: Intuition 

!  Consider the complete influence of the first edge, 
but only consider additional influences of the 
subsequent edges in a group 

!  Example: if edge e1 is part of N paths and edge e2 
is part of M paths, the influence of a group 
consisting of edges e1 and e2 is (N +M - δ ), 
where δ is the number of paths that contain both 
e1 and e2. 
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Computing Group Betweenness: Intuition 
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1)  Iden5fy	  all	  groups	  of	  x	  edges	  
2)  For	  each	  group	  EGi	  

•  Run	  Brandes’s	  algorithm	  

Computing Group Betweenness: Naïve Approach 

!   Inefficient: Combinatorial in nature 
!  Goal 1: Minimize number of groups to consider 

!   Identify important edges (application/graph theory) 
!  Goal 2: Minimize the computational cost 

!  Use memory to minimize computation (precompute) 
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Computing Group Betweenness: Better Approach 

1)  Iden5fy	  X	  (<<	  E)	  important	  edges	  
2)  Precomputa5on	  based	  on	  X	  
3)  Build	  groups	  of	  x	  edges	  from	  X	  
4)  For	  each	  group	  EGi	  

•  Run	  modified	  GBC	  algorithm	  

Puzis,	  R.,	  Elovici,	  Y.	  and	  Dolev,	  S.,	  Fast	  algorithm	  for	  successive	  group	  
betweenness	  centrality	  computa5on.	  Phys.	  Rev.	  E.	  v76.	  056709.	  
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Case Study: IEEE 14-bus and 24-bus systems 
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Figure 1 - IEEE Reliability Test System

2050

230 kV

138kV

14-‐bus	  system	  

24-‐bus	  system	  



14-bus: “N-1” and “N-2” Analysis 
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(a) 14-bus Test System Figure 1 - IEEE Reliability Test System

2050

230 kV

138kV

(b) 24-bus Reliability Test System

Fig. 2. Electrical line diagrams of both case studies.

Rank Score
Outage Violations PI GBC PI GBC
1-2 (no solution) 1 1 ∞ 13.00
2-3 4 2 2 7.56 10.00
2-4 3 3 5 5.23 9.00
1-5 2 4 4 4.91 9.00
4-5 2 5 7 3.58 4.00
5-6 1 6 3 4.32 10.00
2-5 1 7 10 3.19 0.00
3-4 1 8 11 3.02 0.00
6-13 0 9 14 2.28 0.00
6-11 0 10 12 2.27 0.00

14-bus test system

Rank Score
Outage Violations PI GBC PI GBC
6-10 1 1 1 2.59 42.00
2-6 1 2 2 2.23 35.00
15-24 0 3 31 3.05 0.00
14-16 0 4 6 3.05 22.00
3-24 0 5 12 3.04 11.00
16-17 0 6 19 2.72 8.00
13-23 0 7 21 2.52 4.00
12-23 0 8 32 2.47 0.00
16-19 0 9 10 2.37 15.00
15-21 0 10 24 2.35 3.50

24-bus test system

Fig. 3. Top ten N-1 contingency cases for both case studies. PI stands for Performance Index, and GBC stands for Group betweenness centrality.

Rank Score
Outages Violations PI GBC PI GBC
1-2, 2-3 4 1 4 7.56 11.00
1-5, 2-3 4 2 13 7.56 9.00
1-2, 2-4 3 3 2 5.23 12.00
1-5, 2-4 3 4 7 5.23 10.00
2-3, 2-4 3 5 14 5.23 9.00
1-2, 1-5 2 6 5 4.91 10.00
1-2, 4-5 2 7 6 3.58 10.00
1-5, 4-5 2 8 30 3.58 7.00
2-3, 4-5 2 9 31 3.58 7.00
2-4, 4-5 2 10 32 3.58 7.00

14-bus test system

Rank Score
Outages Violations PI GBC PI GBC
1-2, 6-10 2 1 15 2.33 35.00
1-3, 6-10 2 2 31 2.33 31.00
1-5, 6-10 2 3 32 2.33 31.00
2-4, 6-10 2 4 33 2.33 31.00
2-6, 6-10 2 5 21 2.33 33.00
3-9, 6-10 2 6 34 2.33 31.00
4-9, 6-10 2 7 35 2.33 31.00
5-10, 6-10 2 8 36 2.33 31.00
1-2, 2-6 1 9 69 2.28 27.00
1-3, 2-6 1 10 79 2.28 24.00

24-bus test system

Fig. 4. Top ten N-2 contingency cases for the two case studies. PI stands for Performance Index, and GBC stands for Group betweenness centrality.

VI. RELATED WORK

In the past several decades, extensive research has been
conducted in the area of contingency selection. The previous
research includes performance indices (PI) related contingency
ranking method based on approximate power flow solutions
[16], [27], contingency evaluation using concentric relaxation
[36], sparse vector methods [33], partial refactorization method
[12], bounding method for AC contingency analysis [11],
hybrid method [26] and quadratized power flow sensitivity
analysis [24]. Pinar, el at., use minimum cut in thier study [29].

Bienstock and Verma use similar graph concepts for N − k
selection [4].

These existing methods are of various qualities in identify-
ing the credible set of contingency cases. From the compu-
tational point of view, many of these methods still involve
some kind of simplified analysis of all contingency cases.
The methods may be feasible for N −1 contingency analysis.
However, for N −x analysis, the sheer number of cases leads
to the impracticality of even the simplified computation for
all cases. We must search for a more efficient contingency
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VI. RELATED WORK

In the past several decades, extensive research has been
conducted in the area of contingency selection. The previous
research includes performance indices (PI) related contingency
ranking method based on approximate power flow solutions
[16], [27], contingency evaluation using concentric relaxation
[36], sparse vector methods [33], partial refactorization method
[12], bounding method for AC contingency analysis [11],
hybrid method [26] and quadratized power flow sensitivity
analysis [24]. Pinar, el at., use minimum cut in thier study [29].

Bienstock and Verma use similar graph concepts for N − k
selection [4].

These existing methods are of various qualities in identify-
ing the credible set of contingency cases. From the compu-
tational point of view, many of these methods still involve
some kind of simplified analysis of all contingency cases.
The methods may be feasible for N −1 contingency analysis.
However, for N −x analysis, the sheer number of cases leads
to the impracticality of even the simplified computation for
all cases. We must search for a more efficient contingency

N-‐1	  Con5ngency	  Cases	   N-‐2	  Con5ngency	  Cases	  

Performance	  Index:	  Sum	  of	  normalized	  
branch	  flows	  (	  Σ(actual/capacity)^2	  )	  

Data:	  Source-‐to-‐sink	  



14-bus: “N-1” and “N-2” -- Capture plots 
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(a) Edge betweenness (N-1) (b) All-to-all group betweenness (N-2) (c) Source-to-sink group betweenness (N-2)

Fig. 5. Capture plots for the 14-bus test system. The capture rate represents the percentage of cases where ranking by centrality agreed with the ranking by
Performance Index.

(a) Edge betweenness (N-1) (b) All-to-all group betweenness (N-2) (c) Source-to-sink group betweenness (N-2)

Fig. 6. Capture plots for the 24-bus test system. The capture rate represents the percentage of cases where ranking by centrality agreed with the ranking by
Performance Index.

selection method. The study of (N −x) contingency selection
is a relatively new area of research and to the best of our
knowledge this is the first attempt to use group betweenness
centrality metrics for contingency selection.

Different Graph Centrality Measures: There are different
measures of centrality of which the important ones are be-
tweenness centrality and closeness centrality. There are dif-
ferent variants of betweenness depending on how the shortest
paths are computed. For example, shortest paths of minimum
weight. We refer the reader to [9] for further reference. Other
measures of centrality relevant to contingency analysis are
bridging centrality that identifies vertices that connect clusters
of vertices in a graph - removing these vertices from the
graph could make the graph disconnected [22], electrical
centrality (also known as information centrality) that computes
the shortest paths based on electrical properties [28], [10],
and routing centrality that includes policies that govern the
flow at each vertex [14]. It can seen that applying the notion
of centrality for a given application is not a straight-forward
process and has been acknowledged by other researchers in
the past [19], [6], [25].

VII. CONCLUSIONS AND FUTURE WORK

We presented a novel scheme for the N − x contingency
selection problem using group betweenness centrality. While
the traditional approaches to this problem are computationally
infeasible, we showed that an efficient algorithm can be
developed by decoupling the computation with the problem

size. Consequently, this approach will enable N − x analysis
on large scale problems with x ≥ 2.

Using case studies we demonstrated that our approach
computes good solutions and holds a promise for larger
systems. We discussed critical issues that hinder the use of
graph centrality measures for the contingency analysis and as a
solution presented a framework with which effective solutions
can be developed.

Some of the more general conclusions we draw from
this work are: (i) group betweenness centrality provides a
computationally feasible and technically effective solution for
N−x contingency selection problem, (ii) strengths and weak-
nesses of different centrality measures are relatively unique
and should be used with care, (iii) the way a power grid
is modeled as a graph has important consequences on the
effectiveness of the various graph-based contingency selection
methods (iv) lack of large sized standard inputs and com-
putational infeasibility of traditional methods of contingency
analysis makes validation of new approaches challenging. We
expect that these insights and methods will be helpful in the
analysis of impending smart grids and in meeting stringent
regulatory rules.

In the near future, we plan to systematically explore the dif-
ferent possibilities within our framework and conduct thorough
experiments on different power grid models. We considered
Performance Index (PI) as our primary tool for validation.
However, it has recently been shown that PI is a weak predictor
of contingency cases that initiate cascading failures [17]. We
will therefore consider other methods for validation in our
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Capture	  rate:	  Percentage	  of	  cases	  correctly	  
captured	  by	  centrality	  w.r.t.	  Performance	  
Index.	  
X-‐axis:	  Number	  of	  cases	  considered	  

“N-‐1”	   “N-‐2”	  (all	  pairs)	   “N-‐2”	  (src-‐sink)	  



24-bus: “N-1” and “N-2” Analysis 
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N-‐1	  Con5ngency	  Cases	   N-‐2	  Con5ngency	  Cases	  
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research includes performance indices (PI) related contingency
ranking method based on approximate power flow solutions
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[36], sparse vector methods [33], partial refactorization method
[12], bounding method for AC contingency analysis [11],
hybrid method [26] and quadratized power flow sensitivity
analysis [24]. Pinar, el at., use minimum cut in thier study [29].

Bienstock and Verma use similar graph concepts for N − k
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(a) Edge betweenness (N-1) (b) All-to-all group betweenness (N-2) (c) Source-to-sink group betweenness (N-2)

Fig. 5. Capture plots for the 14-bus test system. The capture rate represents the percentage of cases where ranking by centrality agreed with the ranking by
Performance Index.

(a) Edge betweenness (N-1) (b) All-to-all group betweenness (N-2) (c) Source-to-sink group betweenness (N-2)

Fig. 6. Capture plots for the 24-bus test system. The capture rate represents the percentage of cases where ranking by centrality agreed with the ranking by
Performance Index.

selection method. The study of (N −x) contingency selection
is a relatively new area of research and to the best of our
knowledge this is the first attempt to use group betweenness
centrality metrics for contingency selection.

Different Graph Centrality Measures: There are different
measures of centrality of which the important ones are be-
tweenness centrality and closeness centrality. There are dif-
ferent variants of betweenness depending on how the shortest
paths are computed. For example, shortest paths of minimum
weight. We refer the reader to [9] for further reference. Other
measures of centrality relevant to contingency analysis are
bridging centrality that identifies vertices that connect clusters
of vertices in a graph - removing these vertices from the
graph could make the graph disconnected [22], electrical
centrality (also known as information centrality) that computes
the shortest paths based on electrical properties [28], [10],
and routing centrality that includes policies that govern the
flow at each vertex [14]. It can seen that applying the notion
of centrality for a given application is not a straight-forward
process and has been acknowledged by other researchers in
the past [19], [6], [25].

VII. CONCLUSIONS AND FUTURE WORK

We presented a novel scheme for the N − x contingency
selection problem using group betweenness centrality. While
the traditional approaches to this problem are computationally
infeasible, we showed that an efficient algorithm can be
developed by decoupling the computation with the problem

size. Consequently, this approach will enable N − x analysis
on large scale problems with x ≥ 2.

Using case studies we demonstrated that our approach
computes good solutions and holds a promise for larger
systems. We discussed critical issues that hinder the use of
graph centrality measures for the contingency analysis and as a
solution presented a framework with which effective solutions
can be developed.

Some of the more general conclusions we draw from
this work are: (i) group betweenness centrality provides a
computationally feasible and technically effective solution for
N−x contingency selection problem, (ii) strengths and weak-
nesses of different centrality measures are relatively unique
and should be used with care, (iii) the way a power grid
is modeled as a graph has important consequences on the
effectiveness of the various graph-based contingency selection
methods (iv) lack of large sized standard inputs and com-
putational infeasibility of traditional methods of contingency
analysis makes validation of new approaches challenging. We
expect that these insights and methods will be helpful in the
analysis of impending smart grids and in meeting stringent
regulatory rules.

In the near future, we plan to systematically explore the dif-
ferent possibilities within our framework and conduct thorough
experiments on different power grid models. We considered
Performance Index (PI) as our primary tool for validation.
However, it has recently been shown that PI is a weak predictor
of contingency cases that initiate cascading failures [17]. We
will therefore consider other methods for validation in our
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Capture	  plots:	  Number	  of	  cases	  correctly	  
captured	  by	  centrality	  w.r.t.	  Performance	  
Index.	  

“N-‐1”	   “N-‐2”	  (all	  pairs)	   “N-‐2”	  (src-‐sink)	  



Summary and Conclusions 

!   We presented a novel solution for “N-x” contingency selection via 
group betweenness centrality, and 

!   A framework to include different aspects of a power grid 

!   Conclusions: 
!   Group betweenness can be computationally feasible with 

precomputations 
!   Centrality measures are sensitive and should be used with care 
!   Modeling a power grid using graphs is nontrivial 
!   “N-x” contingency analysis is still in its infancy: opportunities  
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