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Opal-RT Technologies 
Challenges and Solutions for Real-Time Simulation of Intelligent Power Systems

About OPAL-RT

What is real time simulation and HILWhat is real-time simulation and HIL

Type of simulation tools vs application

New Challenges for Real-Time Simulators

Challenges and solutions transmission systemChallenges and solutions - transmission system

Additional challenges for distribution systemes

and micro-grids
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Opal-RT Technologies in Brief
COTS-based Real-Time Simulation and HIL Test Systems

• Established in 1997, Montreal
– 20% of annual revenue in R&D
– 85+ employees

 Subsidiaries in France, USA and India

 Soon in  Australia

 Integrator and Distributor Network
Italia, China, Japan, Korea, Taiwan, Singapore

 Fully Digital Real-Time Simulators
 HIL , RCP and PHIL Systems

 Control and Protection System Tester Control and Protection System Tester

 Integrated with MATLAB/SIMULINK 
and other software

 Multi core INTEL Computer Cluster Multi-core INTEL Computer Cluster

 XILINX FPGA I/O and Processor System

 Aero Defense Transportation Power Electronic Utilities & Universities Aero, Defense, Transportation, Power Electronic, Utilities & Universities
 Automotive and Off-Highway vehicles OEM and Tier One Suppliers
 Electric Train and Ship builders and More Electrical Aircrafts R&D Centers
 Industrial Power Electronic Manufacturers Industrial Power Electronic Manufacturers
 Power grids, micro-grids, distributed generation, PV …
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Opal-RT Technologies 
Challenges and Solutions for Real-Time Simulation of Intelligent Power Systems

Outline

What is real-time simulation and HIL

Outline

Type of simulation tools vs application
Challenges and solutions - transmission systemChallenges and solutions transmission system
Additional challenges for distribution and micro-grids
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What is a Real-Time Simulator?

 Real-Time Computer
Integrated with

– Modeling and Simulation Software 
(Simulink SPS RTW)(Simulink, SPS , RTW)

– Input/Output system
– Real-Time Data Logging
– CPU performance Monitoring
– Host Computer for

User Interface and 
Waveform Display

REAL-TIME PLANT 
DIGITAL SIMULATOR

REAL or PROTOTYPE
(SIMULINK/RTW) DIGITAL SIMULATOR(SIMULINK/RTW)

 Designed to Meet Hard Real-Time 
Constraints for Hardware-in-the Loop

All d l l l ti MUST b

 Capable of emulating:
 The plant (system under control)

Th t l t (RCP) All model calculations MUST be 
completed within the specified time 
period

 Must include Real-Time processor 

 The control systems (RCP)
 or both SIMULTANEOUSLY

 … with Good Accuracy
 Better than 50 us time stepmonitoring and overrun detection  Better than 50 us time step
 Better than 200 nanosecond timing

24 November 2012 5



MODEL BASED DESIGN – ITTERATIVE PROCESS
Fast Fully Digital Simulation,

S f (S ) 2

1 -SPECIFICATION+
- Motor

Software-in-the-loop (SIL)

+  -

Controller

2
The specification will be 
influenced by each step 

f th

Simulink, SimPowerSystems, 
variable or fixed-step ACTUAL SYSTEM

of the process

p
Single- or multi-core Windows PCs

ACTUAL SYSTEM The plant could be 
-A simple motor drive
-a complete vehicle 
with all the dynamicwith all the dynamic, 
the environnement
and the conductor 
interaction
A ti d i-A muti-drive 

industrial systems 
connected to the 
power grid

MODEL BASED DESIGN
Iterative method

Refining specification
and performance at each steps

Electrical website6 24 November 2012 6
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MODEL BASED DESIGN

Fast Fully Digital Simulation,
S f (S )

Fast Fully Digital Simulation,
S f (S ) 2

+
- Motor

Software-in-the-loop (SIL)

+  -

Controller

1 -SPECIFICATION+
- Motor

Software-in-the-loop (SIL)

+  -

Controller

2

Simulink, SimPowerSystems, 
variable or fixed-step ACTUAL SYSTEM

Simulink, SimPowerSystems, 
variable or fixed-stepp

Single- or multi-core Windows PCs
ACTUAL SYSTEM The plant could be 

-A very complex 
ACDC grids with 
several HVDC and

p
Single- or multi-core Windows PCs

MODEL BASED DESIGN

several HVDC and 
FACT systems 
interacting with 
simulated controller MODEL BASED DESIGN

Iterative method

Refining specification
and performance at each steps

…

Electrical website7

Optimal use of simulation, 
HIL and physical prototype
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MODEL BASED DESIGN

Fast Fully Digital Simulation,
S f (S ) 2

1 - SPECIFICATION+
- Motor

Software-in-the-loop (SIL)

+  -

Controller

2

Simulink, SimPowerSystems, 
variable or fixed-step ACTUAL SYSTEM

HIL and SIL: 

p
Single- or multi-core Windows PCs

ACTUAL SYSTEM

+
- Motor

Control prototyping
with Real-Time virtual plant

Prototype 
Controller MODEL BASED DESIGN

xPC RT LAB Real-Time

Simulink, RTW
MODEL BASED DESIGN

Iterative method

Refining specification
and performance at each steps

Electrical website8

xPC, RT-LAB
Real-time PCs

Real Time 
Simulator

3
Optimal use of simulation, 
HIL and physical prototype
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MODEL BASED DESIGN

Fast Fully Digital Simulation,
S f (S )

1 SPECIFICATION+
- Motor

Software-in-the-loop (SIL)

+  -

Controller

2

Simulink, SimPowerSystems, 
variable or fixed-step ACTUAL SYSTEM

HIL-Control PrototypingHIL and SIL: 

p
Single- or multi-core Windows PCs

ACTUAL SYSTEM

+

Controller

Co t o ototyp g
with physical plant

+
- Motor

Control prototyping
with Real-Time virtual plant

Prototype 
Controller MODEL BASED DESIGN + -

RT LAB RCP Real-Time

Simulink, RTW
MODEL BASED DESIGN

Iterative method

Refining specification
and performance at each steps

Electrical website9

RT-LAB RCP4

RT-LAB RCP
Real-time PCs

Real Time 
Simulator

3
Optimal use of simulation, 
HIL and physical prototype
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MODEL BASED DESIGN

Fast Fully Digital Simulation,
S f (S ) 2

HIL: Pre-production controller 
and Real Time virtual plant5

6 FINAL
1 - SPECIFICATION+

- Motor

Software-in-the-loop (SIL)

+  -

Controller

2
+
- Motor

and Real-Time virtual plant5

6-FINAL
INTEGRATIONTESTS

Simulink, SimPowerSystems, 
variable or fixed-step ACTUAL SYSTEM Real-Time

HIL-Control PrototypingHIL and SIL: 

p
Single- or multi-core Windows PCs

ACTUAL SYSTEM Real Time 
Simulator

+

Controller

Co t o ototyp g
with physical plant

+
- Motor

Control prototyping
with Real-Time virtual plant

Prototype 
Controller MODEL BASED DESIGN + -

xPC RT LAB Real-Time

Simulink, RTW
MODEL BASED DESIGN

Iterative method

Refining specification
and performance at each steps

Electrical website10

xPC, RT-LAB4

xPC, RT-LAB
Real-time PCs

Real Time 
Simulator

3
Optimal use of simulation, 
HIL and physical prototype
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PHIL :Power HIL 
HOUSE-IN-THE-LOOP!HOUSE IN THE LOOP!

A Smart Distribution Grid Laboratory (in 
Japan)  EICON 2011,

new SSN Electricalnew SSN Electrical 
Circuit solver for 
large distribution 

t

24 November 2012 11
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CONVERGENCE FAST AND REAL-TIME OPERATING MODES!

A real-time simulator must be faster than real-time

SpecifySpecify TestTestRTRT

 FAST PARALLEL SIMULATION  
– NON REAL-TIME
 OPTIMIZATION

FeasabiltyFeasabilty

DesignDesign ImplementImplement

TestTest

RTRT

 RANDOM  TESTS –
Performance & Stress Analysis

 SOFTWARE-IN-THE-LOOP
Control & Protection

PrototypingPrototypingRTRT

 Control & Protection 
 Algorithm Test

 PREPARATION FOR HIL TEST
 With Normal PCs

 HARD REAL-TIME
(LINUX or QNX RTOS)

 RANDOM  HIL TESTS
 Performance Stability

 With Normal PCs 
(Windows, LINUX or QNX)

(LINUX or QNX RTOS)
 DESIGN & OPTIMISATION

 With Real Control & Protection 
Hardware

 Performance, Stability
 Controller Interaction
 Stress Analysis     

 TROUBLESHOOTING & 
TRAINING

24 November 201212 12
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TRAINING
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Hardware



Random Tests on Simple and Complex Networks

• To Find Worst Case Scenarios or Statistical Distribution
– Line Energizing (3 breakers) 
– Fault + Line Reclosing (9 breakers)g ( )
– Over-voltages and Arrester Energizing

 Protection and Controls
O ti Ti Mi M A Operating Times – Min, Max, Average

 Test for Fault Operation
 Controls – FACTS, HVDC, SVC, Series Capacitors …

I fl f S T i H i O l d Influence of System Transients. Harmonic Over-voltages and 
Inrush Currents

 Stresses on Components
 I t ti b t Di t ib t d C t l d P t ti F ti Interactions between Distributed Control and Protection Functions

 BLACKOUT SIMULATION AND PREVENTION
 WIDEBAND: Simultaneous Simulation of Very Slow (minutes) WIDEBAND: Simultaneous Simulation of Very Slow (minutes) 

and Very Fast (nanoseconds) Transients
 Mixed-mode EMT-Phasor simulation

24 November 2012 13



Applications vs. Simulator Performance Requirements

100

Large Integration  Virtual Test Benches20

100

m
be

ro
f C

PU

8

Very fast

N
um 4 Power Electronic and  Mechatronic Systems

Mechatronics

Very fast
and low-latency

power electronics
2

Automobiles
Space

Power Grids

Ship, Trains,
Industries1

20 KHz
50 us

40 kHz
25 us

Slow
Dynamics Medium to Fast Dynamics & Transients Very Fast Transients Ultra- fast

Transients

100 kHz
10 us

1 MHz
1us

250 kHz
5 us

10 MHz
100 ns

10 kHz
100 us

1 kHz
1 ms

100 Hz
10ms

Model Sampling Rate and Time Step Requirement
(when OPAL-RT interpolation algorithm is used)
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Applications vs. Simulator Performance Requirements

100

20

100
Large Power Grids, 

HVDC, FACTS
Smart Grids, distributed Generation,

Renewable Energy斗 山

石 牌

车 坊
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杨 行
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洛 河
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m
be

ro
f C
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Renewable Energy
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Real-Time Simulation>葛 洲 坝 换 流 站

华 中 等 值 机
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温 州
方 岩

兰 亭
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天 一
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王 店
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秦 山

秦 山 电 厂
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肥 西

繁 昌

平 圩 电 厂

发 电 机 或 等 值 机

变 电 站 或 换 流 站
交 流 母 线

负 荷

50 0 k V交 流 线

换 流 阀 组

三 峡 右 岸 换 流 站

华 中 等 值 机

三 峡 左 岸 换 流 站

华 中 等 值 机

北 仑 港 电 厂

Large
Integration

Virtual
Test Benches

8

Very fast

N
um 图 2.仿 真 等 值 系 统

福 建 等 值 机

福 建 等 值 母 线
变 压 器

50 0 k V直 流 线

4 Power Electronic and  Mechatronic Systems
Mechatronics

Very fast
and low-latency

power electronics
2

Automobiles
Space

Power Grids

Ship, Trains,
Industries1

20 KHz
50 us

40 kHz
25 us

Slow
Dynamics Medium to Fast Dynamics & Transients Very Fast Transients Ultra- fast

Transients

100 kHz
10 us

1 MHz
1us

250 kHz
5 us

10 MHz
100 ns

10 kHz
100 us

1 kHz
1 ms

100 Hz
10ms

Model Sampling Rate and Time Step Requirement
(when OPAL-RT interpolation algorithm is used)
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ePowerGRIDsim Product Family Overview

100,000

N
od

es

10,000

20,000

Electromagnetic Transient (EMT) Simulation 
for system and equipment design, control and protection system HIL testing

um
be

ro
f 

1000

for system and equipment design, control and protection system HIL testing

Power Electronic 
Simulation on FPGA
eHS Nodal Solver
100 ns to 1 us time stepN

20

100

500
eMEGAsim EMT

7  to 100 us time step
250 3-ph busses, 12 CPU, 50 us)SIMULINK/SPS/ARTEMIS

Parallel  State-Space solver

100 ns to 1 us time step
10 ns resolution
50 nodes/FPGA

I/O M t
eFPGAsim

1s 10ms 50us 20us 100ns 20ns1us

10
I/O Management

Speed/Period of Phenomena



ePowerGRIDsim Product Family Overview

100,000

N
od

es

10,000

20,000 Electromagnetic Transient (EMT) Simulation 
System and equipment design, control and protection system HIL testing

Power Electronic

Hypersim – EMT
25 to 100 us time step

2500 3-ph busses,
120 50 )Parallel Nodal solverum

be
ro

f 

1000

Power Electronic 
Simulation on FPGA

eHS Nodal Solver
100 ns to 1 us

time step
10 ns resolution120 cpu, 50 us)Parallel Nodal solverN

20

100

500
eMEGAsim EMT

7  to 100 us time step
250 3-ph busses, 12 CPU, 50 us)SIMULINK/SPS/ARTEMIS

Parallel  State-Space solver

10 ns resolution
50 nodes/FPGA

I/O M t
eFPGAsim

1s 10ms 50us 20us 100ns 20ns1us

10
I/O Management

Speed/Period of Phenomena
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ePowerGRID Simulator Product Family

100,000 Phasor (rms) or fundamental frequency simulation
for analysis of electromechanical oscillations and slow phenomena

N
od

es

10,000

20,000 Electromagnetic Transient (EMT) Simulation 
System and equipment design, control and protection system HIL testing

Power Electronic

ePHASORsim
10 t0 20 ms 

time step

Hypersim – EMT
25 to 100 us time step

2500 3-ph busses,
120 50 )Parallel Nodal solverum

be
ro

f 

1000

Power Electronic 
Simulation on FPGA

eHS Nodal Solver
100 ns to 1 us

time step
10 ns resolution120 cpu, 50 us)Parallel Nodal solverN

20

100

500
eMEGAsim EMT

7  to 100 us time step
250 3-ph busses, 12 CPU, 50 us)SIMULINK/SPS/ARTEMIS

Parallel  State-Space solver

10 ns resolution
50 nodes/FPGA

I/O M t
eFPGAsim

1s 10ms 50us 20us 100ns 20ns1us

10
I/O Management

Speed/Period of Phenomena
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ELECTROMAGNETIC PHENOMENA SIMULATON
       )1()()( ItitvG        )1()()( ItitvG 

100,000
VERY EFFICIENT PARALLEL SIMULAUTION

N
od

es

10,000

20,000 Electromagnetic Transient (EMT) Simulation 
System and equipment design, control and protection system HIL testing

Power Electronic

Hypersim – EMT
25 to 100 us time step

2500 3-ph busses,
120 50 )Parallel Nodal solverum

be
ro

f 

1000

Power Electronic 
Simulation on FPGA

eHS Nodal Solver
100 ns to 1 us

time step
10 ns resolution120 cpu, 50 us)Parallel Nodal solverN

20

100

500
eMEGAsim EMT

7  to 100 us time step
250 3-ph busses, 12 CPU, 50 us)SIMULINK/SPS/ARTEMIS

Parallel  State-Space solver

10 ns resolution
50 nodes/FPGA

I/O M t
eFPGAsim

1s 10ms 50us 20us 100ns 20ns1us

10
I/O Management

Speed/Period of Phenomena
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Scalability: Farm of 10 Wind Turbines and a Power Grid

All doubly-fed generators andAll doubly fed generators and 
IGBT switching is simulated in 
detail (no average models)

OK
Doubly-fed IM

 2 CPU 144 micros RT    Offline(6.45 ms)
 3 CPU 72 micros RT      Offline(6.22 ms)
 4 CPU 42 i RT Offli (6 16 ) Simulation time using one CPU 

and conventional solvers for 60 
s: 

200 min or 3 2 hrs

 4 CPU 42 micros RT      Offline(6.16 ms)

6 CPU 28 micros RT
Dual - Quad core (8cpu) No IO. 200 min or  3.2 hrs

200 times faster than simulation using one 
CPU and conventional solvers

24 November 2012 20



HYPERsim and eMEGAsim – Scalability and Capability EMT
10 to 100 micros time step

MMC VSC
WINDFARM

STACOM
VSC

# of bus 330

# of 42(+1)

MULTI-TERMINAL HVDC

gen. 42( 1)

# of 
load 90

# of

21
New MILESTONE as of JUNE 2012: 300 3-phase busses on a 12-core computer

# of 
DPL 517

300 AC bus, 24 CPU, 50 us



HYPERsim: the Next Level of Scalability
• SGI Global memory super computer

• Scalable to more than 1000 processors

• Fully automatic allocation of processors based• Fully automatic allocation of processors based 
on analysis of the circuit diagram

• No modification of the model when I/O or the 
b f difi dnumber of processors are modified

• Automated tests for protection and control testing

• RLC circuit parameter values can be changedRLC circuit parameter values can be changed 
on-the-fly without model recompiling

• Developed and used by Hydro-Quebec over the 
last 25 years; selected by major utilities and R&Dlast 25 years; selected by major utilities and R&D 
centers

• Will soon be integrated with OPAL-RT OP7000 
FPGA b d I/O FPGA i i l dFPGA-based I/O, eFPGAsim simulator and 
standard INTEL multi-core computer systems 

24 November 2012 22



OP5600 eMEGAsim HIL System – 12-CPU

Infolytica and JMAGy
FEA-Based Motor Models

OP5600 HILBOX ith 2 t 12 CPU
23

OP5600 HILBOX with 2 to 12 CPU cores, 
SPARTAN 3 or VIRTEX-6 XILINX FPGAController under test

24 November 2012 23



eMEGAsim: Openess, Performance and Scalability
• OPEN, HIGH-PERFORMANCE  AND SCALABLE HARDWARE

• Standard INTEL LINUX multi-core computers

• Cluster with low latency DOLPHIN switch• Cluster with low-latency DOLPHIN switch

• SGI Global memory super computer

• OP5600 and OP7000 Multi-FPGA systemsy

• OPEN SOFTWARE
• RT-LAB distributed real-time framework

• Full integration with MATLAB, SIMULINK, 
RTW, SimPowerSystem and SimScape

• ARTEMIS SSN and eHS-FPGA solvers• ARTEMIS, SSN and eHS-FPGA solvers

• TEST AUTOMATION
• TestStand, Phython script, MATLAB Scripty p p

• Used by major manufacturers, Universities and R&D centers for over 7 
years

24 November 2012 24



OP5600 Scalability: Large Number of Processors
OP5600 RT LAB

External Equipments
Host PC

Real or prototype 
controllers or 

Optional Signal 
Mapping and 

OP5600 RT‐LAB
Real‐Time System

amplifiersInterface

48‐Processor 
MEGA iPCIe Switch

20 Gbits/s per port, non blocking

eMEGAsim 
Simulator
Example

External 
Equipments

External 
Equipments

External 
Equipmentsq p q p q p

Compatible with eMEGAsim and will soon be compatible with HYPERsim
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ePHASORsim
• Real-time transient stability simulation tool 

• for large-scale power systems
Phasor domain solution with a time step in the range• Phasor-domain solution with a time-step in the range 
of few milliseconds

• 20,000 nodes, 5000 machines – real-time  - 10 
millisecondsmilliseconds

• 5000 nodes with breaker switching
• TRANSMISSION SYSTEMS: Positive sequence
• DISTRIBUTION SYSTEMS: Unbalanced systems 

(2012Q4)
• Standard and extensible library

Line Out /In

Load Out /In
• Ideal for simulating several types of events, control, and 

adjustment actions
• Advanced HIL and Model-In-the-Loop testing of power 

Load Out /In

Bus Fault

Vref

M

system components                
• Interfaced with SIMULINK

area
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ePHASORsim- Performance

Simulation time: 10s, time‐step: 10ms, p

Number of CPU cores: 1

Number of Components Time Factor 
(**)Bus Generator Controller Other ( )

5,000 1280 2304 9144 0.2
7,000 1800 3240 12860 0.3
20,000 5120 9216 36820 0.8

(**)  Required time‐step = Time Factor X time‐step
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ePHASORsim Applications

• Integration studies of distributed energy resources and loads

Operator Training Sim lator (OTS)• Operator Training Simulator (OTS)

• Dynamic Security Assessment (DSA)

• Test, tune, and optimize setting of control devices

• Test SCADA systems with PMU measurements

• Design and Test local control and protection systems such as

• Voltage and Var Control with transformer tap-changer,

capacitor banks switching and other devices

• Fault detection and reclosing

• System restotation

24 November 2012 28



ePHASORsim- Next Steps

• Beta testing with customers and partners

• More models• More models

•Parallel implementation: very difficult!

•Objective 100,000 busses and >6000 generators 
In 16 core computer

•Use of OPAL‐RT SSN solver (Published in IEEE)

24 November 2012 29



Solving the parallelization problem
with SSN (State-Space Nodal)SSN – State-Space Nodal Technique

Used for EMT SimulationUsed for EMT Simulation
Development for Phase-domain simulation

• In SSN we first define large group of elements (like EMTP branches)…
• …connected by some interface nodal points.

– Group equations are
found from their
State-Space (SS) equations

– Nodal (N) equation are( ) q
found automatically
from the SS equation
of each group

– Thevenin source voltageThevenin source voltage 
and impedances
recomputed at each time step.



Solving the parallelization problem
with SSN (State-Space Nodal)SSN – State-Space Nodal Technique



eFPGAsim and eHS Electrical Solver

Power Electronics Simulation on FPGA Made Easy
Parallel processors – but difficult to program

SPICESPICE FPGA

• From Simulink/PLECS to FPGA in a few seconds
• Change topology and parameters on the fly 
• No compilation required
• No complex VHDL coding required

24 November 2012 32



OP7000 Hardware Architecture – Multi-FPGA
FPGA10

Interconnected  power electronic 
model and controller
eHS Electrical FPGA solver

FPGA
V6

10 
100
100

0 FPGA
V6

10 
100
100

0

FPGA
V6

10 
100
100

0

 User developed controllers using 
XILINX-SIMULINK System 
generator
Interfaced with Simulink models

FPGA
V6

10 
100
100

0

FPGA
V6

10 
100
100

0

Interfaced with Simulink models 
running on INTEL CPU cores with 
PCI Expess x4 link
Interfaced with external hardware

FPGA10 

FPGA
V6

10 
100
100

0

FPGA10 

FPGA
V6

10 
100
100

0

PCI Express
4x5Gbits/s) Ethernet

V6100
100

0

V6100
100

0

Standard Real-Time ComputerStandard Real Time Computer 
(1, 2, 3 , 4U)

(LINUX, 2 to 12 processor cores)

Standard Windows
Host StationOP7000 FPGA Based I/O System

(A/D, D/A, DIO, Virtex 6 FPGA)
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Opal-RT Technologies 
Challenges and Solutions for Real-Time Simulation of Intelligent Power Systems

What is real-time simulation and HIL
Type of simulation tools vs applicationType of simulation tools vs application

Challenges and solutions - transmission systems

Additional challenges for distribution and micro-grids
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CHALLENGES & SOLUTIONS –Scalability, Accuracy and Easiness

 Fast and low latency inter-processor 
i ti Scalability to simulate

 MULTI-CORE CPU
 Cluster of 8to 16 -CPU Super-computers
 PCI Express switches for clusters

communicationScalability to simulate
very large systems

 250 3-phase busses on one PC! -
eMEGAsim  PCI Express switches for clusters

 Multi-FPGA s - OP7000 eFPGAsim
eMEGAsim

 1000 busses on SGI- HYPERsim
 1500 MMC cells in one FPGA chip

 ARTEMiS L-STABLE ORDER 5 SOLVER
 SSN Solver and FEA for motors

 Precise and stable network 
solvers

 Accuracy

 Very small time step simulation
 Fast and low latency IOs

 Easy

 FPGA ( 250 nanosecond time step)

 Easy
 Easy management of parallel 

simulation
 Automatic CPU allocation -HYPERsim

 Easy use of FPGA chips for fast  eHS Nodal FPGA  Solver

24 November 2012 35
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 Parameter and topology modified on the 

fly!



CHALLENGES & SOLUTIONS – Large Number of Switches

 Simulation of IGBT switching  Interpolation / TSB  (since 2000)Simulation of IGBT switching p ( )
 Comparisons with analog benches
 Simulation on FPGA at 250 nanos
 eHS FPGA solvers to simulate any y

power converter topologies using a 
graphical interface

 Multi core and optimized models (TSB) Multi-core and optimized models (TSB)
 Tests with hundreds of IGBT 

(MMC)
 > 3000 I/O in 25 us

 Simulation of MANY IGBTs

 > 3000 I/O in 25 us
 MULTI FPGA Simulation

 1500 MMC cells and 3000 switch in 
one FPGA chipone FPGA chip

 User configurable

24 November 2012 36



CHALLENGES & SOLUTIONS – Openness, Trust and Affordability

 MATLAB > 20 years, >1M users
 SPS> Hydro-Québec> 14 years
 HYPERsim  HQ > 20 years

 Technologies trusted 
by large organizations

 OPAL-RT: 15 yrs experience,
 Advanced customers in all markets 

(aero, auto, power)

 Openness and Affordability  Use of off-the shelf components
U f h l i d l d f h Open software and 

Application Programming 
Interface

 O h d

 Use of technologies developed for other 
market such a multi-core and the new 
INTEL Phi 60-core accelerator

 Investigate tecnologies developed for the 
 Open hardware
 Interface with other simulation 

tools
 Interface with standard

embedded market such as multi-core 
ARM and DSP chips

 Price scalability from 25 k$ and up
 Price will go down with volume Interface with standard 

communication system
 Price will go down with volume
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Opal-RT Technologies 
Challenges and Solutions for Real-Time Simulation of Intelligent Power Systems

What is real-time simulation and HIL
Evolution of power systems
Evolution of real-time simulation technologies
Type of simulation tools vs applicationType of simulation tools vs application
Challenges and solutions - transmission systems

Additional challenges for distribution systemsAdditional challenges for distribution systems
and micro-grids
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CHALLENGES & SOLUTIONS – Distribution Systems
 EMT – Electromagnetic transient simulation DC to 10 kHz of 

large distribution systems integrated with power electronic
 SSN

FPGA ilarge distribution systems integrated with power electronic 
systems (PV, plug-in hybrids …)
- Very short line sections    between 100 m and 2 km. 
- Line travel time cannot be used to implement parallel 

 eFPGAsim
 … limited
 Need 

optimisationsimulation 
( 1us = 300 m, 10 us = 3km, 50 us = 15 km ! )

optimisation
and new 
technologies

 Fundamental-frequency (phasor) simulation of very large 
distribution systems  - Single- and multi-processors

for protection and wide area control design and testing if low 
frequency  resonnances (about 150 Hz to 10 kHz) can be 
neglected 

Challenges
 Islanded-mode conditions may lead to solver instability
 Required validated average power electronic system models
 System with 5,000 nodes (20,000 without breaker switching) 

b i l t d i 10 ith CPU

 ePHASORsim 
– 1 CPU

 Multi-CPU
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can be simulated in 10 ms with one CPU
 Larger systems requiring parallel solver

 Multi-CPU



CHALLENGES & SOLUTIONS – Distribution Systems

 Mixed-mode EMT/Phasor  simulation of very 
large distribution systems  - Single- and multi-
processors

 R&D is needed
 Collaboration withprocessors

for protection and wide area control design 
and testing if low frequency  resonnances 
(about 150 Hz to 10 kHz) can NOT be

 Collaboration with 
universities and R&D 
center

 SSN solver is a 
possible solution to(about 150 Hz to 10 kHz) can NOT be 

neglected 
Challenges
 Multi-rate simulation – coupling between 

possible solution to 
couple sytems at 
different rate and 
simulate with different 
solversp g

simulation made at different time steps and 
with differrent solvers

 Parallel computing

solvers
 Frequency equivalent at 

the point of coupling of 
EMT and phasor

b t h ld b Numerical stabiity subsystems should be 
considered
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